
Probabilistic Lipschitzness
A niceness assumption for deterministic labels

Ruth Urner
Cheriton School of Computer Science

Waterloo, ON, N2L 3G1
CANADA

rurner@uwaterloo.ca

Shai Ben-David
Cheriton School of Computer Science

Waterloo, ON, N2L 3G1
CANADA

shai@uwaterloo.ca

Abstract

We present Probabilistic Lipschitzness (PL), a notion of marginal label relatedness
that is particularly useful for modeling niceness of distributions with determinis-
tic labeling functions. We present convergence rates for Nearest Neighbor learn-
ing under PL. We further summarize reductions in labeled sample complexity for
learning with unlabeled data (semi-supervised and active learning) under PL.

1 Introduction

The notion of learnability commonly employed in Machine Learning theory considers a worst case
scenario: In order to meet the success criteria, an algorithm has to perform well with respect to
all possible data generating distributions. However, applications often perform better than what is
suggested by the lower bounds in that framework of analysis. An important challenge for theoretical
machine learning research is therefore to develop models that provide a better explanation of our
practical experience. Such models should employ assumptions about the learning tasks that are both
realistic (in that we can expect real world tasks to comply with them), and accessible to mathematical
analysis that yields more optimistic performance guarantees.

In this paper, we discuss Probabilistic Lipschitzness (PL), an assumption that aims to meet both
these requirements. In a nutshell, PL is a measure of the coherence between the data’s marginal dis-
tribution and its labeling rule. It quantifies the extent to which similar instances tend to have similar
labels. Such a coherence is implicit in many machine learning algorithmic paradigms. We describe
how, PL assumptions provably reduce the sample complexity of learning in two classification pre-
diction regimes; nonparametric (Nearest Neighbor) learning of label-deterministic distributions, and
utilizing unlabeled data (in semi-supervised and in active learning). We focus on label-deterministic
distributions. We believe that the non-realizable deterministic labeling setting has not been fully
addressed so far. In particular, we are not aware of any niceness assumptions for distributions with
deterministic labellings that yield better than worst case bounds. However, our results for Nearest
Neighbor learning under PL also hold under non-deterministic labeling rules.

The Tsybakov noise condition is probably the most prolific formal assumption of “data niceness”
that yields improved sample complexity bounds (Mammen and Tsybakov [1999]). However, those
results address learning with respect to a hypothesis class of bounded capacity, and rely on assum-
ing that the Bayes optimal classifier belongs to that class, or at least can be well approximated by
functions in the class (Tsybakov [2004],Boucheron et al. [2005]). When these assumptions are not
met, even label-deterministic data distributions (that have zero noise) can result in slow convergence
rates. In contrast, we consider non-parametric learning (nearest neighbor algorithms) and show how
PL assumptions save samples in that setting.

The discrepancy between worst case lower bounds from learning theory and success in practice
is particularly apparent for settings that exploit information from unlabeled data, such as semi-
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supervised learning or active learning. For both these learning regimes, there are lower bounds on
the label complexity in the presence of unlabeled data that match the sample complexity of learn-
ing without access to unlabeled data (Ben-David et al. [2008], Kääriäinen [2006], Raginsky and
Rakhlin [2011]). These formally indicate that unlabeled data is not beneficial in worst-case sce-
narios. Despite these pessimistic prospects, many practical applications successfully boost learning
performance by taking information from unlabeled data into account. Under PL assumptions, the
label complexity of certain types of semi-supervised learning and active learning have label com-
plexity that is provably below those worst-case lower bounds.

This work is a summary of previously published results on semi-supervised and active learning
under PL (Urner et al. [2011, 2013]) as well as of the discussion in Chapter 3 of Urner [2013].
Probabilistic Lipschitzness was introduced by Urner et al. [2011]. A very similar notion (the margin
exponent) has been proposed earlier by Steinwart and Scovel [2007]. There, the margin exponent is
used to bound the approximation error of Gaussian kernels.

Notation We model a learning task as some distribution P over X × {0, 1} for some domain X .
We denote the marginal distribution of P over X by PX and let l : X → [0, 1] denote the induced
conditional label probability function, l(x) = P (y = 1|x), and call it the labeling function of P . We
say that the labeling function is deterministic, if l(x) ∈ {0, 1} for all x ∈ X . For some hypothesis
h : X → {0, 1} we define the error of h with respect to P as ErrP (h) = Pr(x,y)∼P [y 6= h(x)].

2 Probabilistic Lipschitzness

Motivation Many common learning paradigms implicitly rely on the labeling function to comply
with the geometry of the space, or, put more simply, they rely on close-by points being likely to have
the same label (or conditional label probability). Obvious examples of such paradigms are Nearest
Neighbor methods or algorithms that classify with halfspaces (or other geometrically defined clas-
sifiers). The success of such paradigms suggests that, for many label prediction tasks, there is a
significant correlation between the geometry of the space, the marginal distribution over the data
points and the labels. Under a suitable data representation, or feature choice, we expect that the
closer two instances are, the less likely they are to have different labels. Probabilistic Lipschitzness
is a measure that quantifies this correlation.

Definition We define Probabilistic Lipschitzness as a relaxation of standard Lipschitzness. While
the standard Lipschitz condition can be readily applied to probabilistic labeling rules l : X → [0, 1],
it has strong implications in the case of deterministic labeling functions. A Lipschitz constant λ
for a distribution with deterministic labeling function l : X → {0, 1} forces a 1/λ gap between
differently labeled points. Thus, it that the data lies in label homogeneous regions (clusters) that
are separated by 1/λ-margins, thus enforces the domain to be disconnected or the labeling function
to be a constant. This is a rather strong assumption of label conform clusterability. PL weakens
this assumptions by allowing the margins to “smoothen out”. The relaxation from Lipschitzness
to Probabilistic Lipschitzness is thus particularly relevant to the deterministic labeling regime. It
allows to model the marginal-label relatedness without trivializing the setup.
Definition 1 (Probabilistic Lipschitzness). Let (X , µ) be some metric space and let φ : R→ [0, 1].
We say that f : X → R is φ-Lipschitz with respect to a distribution PX over X if, for all λ > 0:

Pr
x∼PX

[
Pr

y∼PX
[ |f(x)− f(y)| > 1/λµ(x, y)) ] > 0

]
≤ φ(λ)

If, for some distribution P = (PX , l), the labeling function l is φ-Lipschitz, then we also say that P
satisfies the φ-Probabilistic Lipschitzness.

This definition generalizes the standard definition of Lipschitzness in the following way: If the
labeling function l of a distribution is L-Lipschitz then it satisfies Probabilistic Lipschitzness with
the function φ(λ) = 1 if λ ≥ 1/L and φ(λ) = 0 if λ < 1/L. If a distribution P = (PX , l) with a
deterministic labeling function l is φ-Lipschitz, then the weight of points x that have a positive mass
of points of opposite label in an λ-ball around them, is bounded by φ(λ).
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Examples of Probabilistic Lipschitzness

Linear Separators Let PX be uniform overX = [0, 1]d. If l is a linear separator, then φ(λ) = C ·λ,
for some constant C. This example also appears in Steinwart and Scovel [2007].

Ball Let PX be the uniform distribution overX = [0, 1]d. For some ballB ⊆ X we let l label points
in B with label 1 and points outside B with label 0. Then the Probabilistic Lipschitzness is
bounded by φ(λ) = C · λd for some constant C.

Generalized Clusters To demonstrate how the marginal distribution influences the Probabilistic
Lipschitzness, we consider distributions over X = [0, 1] and let the labeling function l be 0
for x ≤ 1/2 and 1 for x > 1/2. Now we let the density d of the distribution form clusters
by setting d(x) = c · (x − 1/2)α for a suitable constant c (that ensures that d is a density
function). Then we have φ(λ) = C · λα+1 for some constant C.
For an example that satisfies an even stronger PL condition, we consider distributions over
X = [0, 1] and let the labeling function l be 0 for x ≤ 1/2 and 1 for x > 1/2. Let the
density d of the distribution be d(1/2) = 0 and d(x) = ce−1/|1/2−x| for x 6= 1/2, for
a suitable constant c (that ensures that d is a density function). Then we have φ(λ) =
C · e−1/λ for some constant C.

3 Learning under Probabilistic Lipschitzness

In this section, we consider the domain X = [0, 1]d. We denote the set of all such distributions
over [0, 1]d×{0, 1} with deterministic labeling functions byQdφ,det. Given some PL-function φ and
some ε, we let φ−1(ε) denote the smallest λ, such that φ(λ) ≥ ε. In the following bounds, ε and δ
denote the usual accuracy and confidence parameters.

Upper bound We start with bounding the sample complexity of Nearest Neighbor learning with
respect to the class of distributions that have deterministic labeling functions and satisfy PL.
Theorem 2. Let φ : R → [0, 1]. The sample complexity m[NN,Qdφ,det] of the Nearest Neighbor
algorithm with respect to the class Qdφ,det, is bounded by

m[NN,Qdφ,det](ε, δ) ≤
2

ε δ e

( √
d

φ−1(ε/2)

)d
.

Lower bound We now present a lower bounds on the sample complexity of any learning algorithm
for distributions that satisfy Probabilistic Lipschitzness. It almost matches the upper bound in the
theorem above.
Theorem 3. Let φ : R → [0, 1] with φ(1) ≥ 1. For every learning algorithm A and every ε > 0
there exists a distribution P ∈ Qdφ,det such that, a sample size m with

m <
d

32ε

(
1

φ−1(8ε)

)d−1
implies that

ES∼Pm [ErrP (A(S))] > ε.

Faster Learning from easier distributions We now have a closer look at our bounds for distribu-
tions that satisfy the PL condition with functions φ(λ) = λn for some n ∈ N. For these functions φ,
the Probabilistic Lipschitzness is a stronger conditions (corresponds to a “nicer” data distribution)
the larger n is. We have φ−1(ε) = ε1/n. Thus, the lower bound on the sample complexity of learning
in Theorem 3 becomes

d

32ε

(
1

(8ε)1/n

)d−1
= Ω

((
1

ε

) d−1+n
n

)
,

and the upper bound for Nearest Neighbor learning in Theorem 2 evaluates to

2

ε δ

(
21/n

√
d

ε1/n

)d
= O

((
1

ε

) d+n
n

)
.
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Here, we use the Landau notation to illustrate the dependence on the accuracy parameter ε only. We
see that the nicer the distribution (the larger n), the faster the Nearest Neighbor algorithm converges
(and the weaker the lower bound becomes). Probabilistic Lipschitzness here thus serves as a pa-
rameter that quantifies the niceness of the data distribution in a way that allows to characterize the
convergence behavior of the Nearest Neighbor algorithm. Our rate interpolates between a rate of
1/εd for small n = 1 and a rate of 1/ε for large n.

Learning with unlabeled data We now briefly summarize some results that were obtained for
learning with unlabeled data (semi-supervised learning and active learning) under Probabilistic Lip-
schitzness. Intuitively, access to unlabeled data should facilitate the learning process when there is
a correlation between the underlying marginal distribution and the labeling. This intuition is often
referred to as the cluster assumption. PL can be viewed as one way to formalize and quantify the
cluster assumption. The results summarized below illustrate that PL is a measure of niceness of a
data generating distribution that is suitable for quantifying the benefits of unlabeled data for learning.
The results below hold for distributions with Probabilistic Lipschitzness φ(λ) = λn.

Urner et al. [2011] investigate proper semi-supervised learning, that is learning under the restriction
that the output classifier needs to be a member of a pre-defined hypothesis class. That work estab-
lishes lower and upper bounds for proper learning under Probabilistic Lipschitzness. These show
that access to unlabeled data reduces the labeled sample complexity of proper learning from 1

ε2 to(
1
ε

) d+n
n (this is a reduction whenever n ≥ d).

Urner et al. [2013] show that enabling the learning algorithm to actively choose which points to
query for labels reduces the labeled sample complexity even further. The reductions in labeled sam-
ple complexity achieved with the PLAL labeling procedure, presented in that work, are summarized
in the table below. Note that the reductions increase with the parameter n of the PL condition.

φ(λ) = λn Passive lower bound PLAL-active upper bound

Proper Learning of H Ω
(
1/ε2

)
O

((
1
ε

)n+2d
n+d

)
Unrestricted Learning of H Ω

(
1
ε1.5

)
O
(
1
ε

)
Nearest Neighbor Learning Ω

(
( 1
ε )1+

d−1
n

)
O

(
( 1
ε )1+

d2

n(n+d)

)

4 Discussion

Machine learning is often preceded by a process of feature selection or feature construction. Prob-
abilistic Lipschitzness complies with an intuition of how such features should behave and can thus
also provide a measure for the quality of a feature representation. It would be intriguing to investi-
gate if PL, or a similar notion, could serve as an objective for developing a theoretical framework
for feature learning.

We suggests to generalize the Probabilistic Lipschitzness condition as follows: Instead of just mea-
suring the mass of (even only mildly) heterogeneous neighborhoods, we could consider the function
that assigns every point the heterogeneity of a neighborhood around it. Interpreting this function
as a new labeling function and imposing a low noise condition on this new labeling function (like
the Tsybakov noise condition) provides a measure that is weaker than PL, but captures a similar
property. It would be interesting to see if the results that are here derived under the assumption of
PL generalize to this case.
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A Proofs

Proof of Theorem 3. The No-Free-Lunch theorem (Theorem 5.1 in Shalev-Shwartz and Ben-David
[2014]) states that if a learner gets a sample of size less than half the size of the domain, then there
is a distribution with a deterministic labeling function over this domain, such that the expected error
of the learner for this sample size is at least 1/4.

We construct a distribution on [0, 1]d that satisfies the φ-Lipschitzness as follows: We set P (0̄) =
1 − 8ε and distribute the remaining mass of 8ε uniformly on points of a grid G of sidelength λ =
φ−1(8ε) “at the far side of the surface of” [0, 1]d, i.e. the points x = (x1, . . . xd) where at least one
of the xi has value 1 and the others have values in {iλ : 1 ≤ i ≤ d}. Now P is φ-Lipschitz under
any labeling of the grid points.

There are |G| ≥ d/(λ)d−1 such grid points. We show that with probability at least 1/2, a sample
of size at most m hits less than |G|/2 gridpoints. The expected number of such hits is bounded by
8εm, formally

ES∼Pm [|S ∩G|] = 8εm.

Now Markov’s inequality yields

Pr
S∼Pm

[|S ∩G| > |G|/2] ≤ 16εm

|G|
.

Now m < d
32ε (

1
φ−1(8ε) )

d−1 and |G| ≥ d
(λ)d−1 = d

(φ−1(8ε))d−1 implies

Pr
S∼Pm

[|S ∩G| > |G|/2] <
16ε · d

32ε (
1

φ−1(8ε) )
d−1

d
(φ−1(8ε))d−1

=
1

2
.

The above mentioned no-free-lunch result implies that, there is a labeling for the points on G, such
that the learner A has expected error at least 1

4 · 8ε = 2ε given that the sample hits at most half of
the grid points. Since we have shown that this happens with probability at least 1/2 for samples of
size at most m, the learners’ expected error over all samples of size at most m is at least ε.

For the proof of the upper bound, we need the following technical lemma to bound the probability
of points that do not have a close neighbor in the sample set S. This lemma and its proof can be
found in Shalev-Shwartz and Ben-David [2014].
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Lemma 4 (Lemma 19.2 in Shalev-Shwartz and Ben-David [2014]). Let C1, C2, . . . , Cr be a se-
quence of subsets of some domain set X and let S be a set of points of size m, sampled i.i.d.
according to some distribution PX over X . Then we have

ES∼(PX )m

 ∑
i:Ci∩S=∅

PX [Ci]

 ≤ r

me
.

Proof of Theorem 2. Let λ = φ−1(ε). Note that we can cover X = [0, 1]d with r =
(√

d/λ
)d

boxes (axis-alligned rectangles) C1, C2, . . . Cr of side-length λ/
√
d and diameter λ. For a domain

point x ∈ X = [0, 1]d we denote the box (from the above cover) that contains x by C(x).

We can bound the error of the Nearest Neighbor classifier NN(S) for a sample S as follows:

ErrP (NN(S)) = Pr
x∼PX

[NN(S)(x) 6= l(x)]

≤ Pr
x∼PX

[SX ∩ C(x) = ∅] + Pr
x∼PX

[ ∃ y ∈ C(x) : l(y) 6= l(x)],

where SX denotes the projection of S toX (SX contains the sample points in S without their labels).
That is, a point will only be labeled erroneously by NN(S), if it falls into a box that was not hit by
the sample S or if it falls into a box that contains points of the other label.

By the choice of λ, the probability that a (test-)point falls into a box that contains sample points of
the opposite label is bounded by ε.

We now show that for m ≥ 1
εδ

( √
d

φ−1(ε)

)d
, the total mass of boxes that are not hit by a sample of

size m is bounded by ε as well (with probability at least (1− δ) over the sample). This implies that,
for such samples, the error of the Nearest Neighbor classifier is bounded by 2ε.

With Markov’s inequality, Lemma 4 implies that for any ε > 0 and m we have

Pr
S∼Pm

 ∑
i:Ci∩S=∅

P [Ci]

 > ε

 ≤ r

εme
=

(√
d/λ

)d
εme

.

Setting this to be smaller than δ and solving for m now shows that a sample of size

m >

(√
d/λ

)d
εδe

suffices to guarantee that with probability at least (1− δ), the error of the output function NN(S) is
at most 2ε. Substituting ε/2 for ε yields the statement in the theorem.
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